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Status for the week

All the fiber cables necessary to connect the EMC CX3, IBM Bladecenter and the Brocade Directors were ran and patched.  SAN fabric, IBM fiber channel switches and Brocade directors configured. The SAN has been carved for the DTDU and Training environment as follow:

	Hostname
	IP
	Role
	App
	OS
	DB

	mrg01dtdu
	10.250.112.11
	WEB
	300GB R5
	300GB R5
	n/a

	mrg02dtdu
	10.250.112.12
	APPLICATION
	300GB R5
	300GB R5
	n/a

	mrg03dtdu
	10.250.112.13
	DATABASE
	300GB R5
	300GB R5
	2TB r10

	mrg04dtdu
	10.250.112.14
	REPORT/FILE SERVER
	300GB R5
	300GB R5
	n/a

	mrg01trn
	10.250.116.11
	WEB
	300GB R5
	300GB R5
	n/a

	mrg02trn
	10.250.116.12
	APPLICATION
	300GB R5
	300GB R5
	n/a

	mrg03trn
	10.250.116.13
	DATABASE/RAC1
	300GB R5
	300GB R5
	2TB r10

	mrg04trn
	10.250.116.14
	DATABASE/RAC2
	300GB R5
	300GB R5
	n/a

	mrg05trn
	10.250.116.15
	REPORT/FILE SERVER
	300GB R5
	300GB R5
	n/a


We have installed Windows 2003 to two blades and RedHat Linux 5.2 to one blade so far for testing purpose.   And they’re booting up from SAN.  We’ll continue this test for all the blades.

EMC is still on the hook to get the following done for us.  They’re working on it.

- Get PowerPath working for Linux platform

- Setup the “call home” feature via email

- Get SnapShot working

- Get Reporting working

- Update SAN and Director Documentation

- Verify the Zones for each blades

- Verify the LUNS for each blades (especially the Blades with Multi-LUN)  and        Document procedure .

- Disable notification for power issue. (one power source is not plugged in)

- Do performance tests and compare results with expected figures

